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Abstract

We describe our entry into the Multi-
lingual Summarization Evaluation (MSE)
competition for evaluating generic multi-
document summarization systems, where
documents are drawn both from English
data and English translations of Ara-
bic data. Our system is based on a
Bayesian Query-Focused Summarization
model, adapted to the generic, multi-
document setting and tuned against the
ROUGE evaluation metric. In the hu-
man pyramid-based evaluation, our sys-
tem scored an average of 0.530, approx-
imately 8% better than the next best sys-
tem, which scored 0.489. In the automatic
evaluation, our system scored 0.157 (be-
hind four other sites) with the skip-bigram
evaluation, and 0.131 (behind two other
sites) with the standard bigram evaluation.

1 Introduction

Our summarization model is an instance of a
more general Bayesian Query-Focused Summariza-
tion (BQFS) model, which was developed for a
query-focused, single document summarization task
(Daumé III and Marcu, 2005b). We begin this paper
with a brief discussion of the BQFS model and its in-
ference, and then describe how we have adapted this
to the generic, multi-document setting. The adapta-
tion essentially involves three components: first, we
describe how we cope with the lack of a query; sec-
ond, we describe how we extend the model to the

multi-document setting; finally, we describe how we
tune the resulting model parameters against the au-
tomatic evaluation criteria. We present results both
directly from the MSE evaluation as well as some
experiments we ran internally after the conclusion
of the evaluation. We conclude with both a discus-
sion of our model and possible extensions, as well
as our experience in the competition and opinions
on the evaluation.

2 Bayesian Query-Focused Summarization

The task tackled by the Bayesian Query-Focused
Summarization model (BQFS) is that of corpus cre-
ation: using the TREC data as input (specifically,
the document collection, queries and relevance judg-
ments), we attempted to build a model that can
leverage the relevance judgments in order to auto-
matically create a corpus of document/query/extract
triples, on which a subsequent summarization model
could be trained. This model views a document
as being drawn from a mixture of three com-
ponents: a general English component, a query-
specific component and a document-specific com-
ponent, 〈g, q, d〉.1 Sentences in a document are as-
signed a continuous probability distribution of being
drawn from each component. For instance, a highly
query-relevant sentence might have a sentence de-
gree 〈0.1, 0.8, 0.1〉, whereas a sentence that pro-
vides much background information specific to the
document but not relevant to the query might have

1The model actually considers the generalized case where a
document can be relevant to more than one query, but for the
purposes of this paper, we are only interested in the case where
a document is relevant to exactly one query.



BQFS

Document
Collection

Query
Collection

Relevance
Judgments

Per-query ranking
of each sentence
in each relevant
document

Figure 1: BQFS as a black box.

a sentence degree 〈0.1, 0.1, 0.8〉. Similarly, each
word in a sentence is assigned a discrete source: ex-
actly one of “general English,” “query-relevant” or
“document-specific.”

The inference problem in the BQFS model is
to infer a “general English” language model, a
“document-specific” language model (for each doc-
ument) and a “query-relevant” language model (for
each query), which is accomplished by integrating
out the sentence degrees and word sources. The
resulting integral is analytically intractable, and we
described efficient inference routines based on both
the variational approximation and expectation prop-
agation (EP). EP proved both more accurate and ef-
ficient in practice, so we used it exclusively for the
experiments reported in this paper.

The interested reader is directed to (Daumé III
and Marcu, 2005b) for more information on the me-
chanics of the inference problem. However, for the
purpose of this article, one can consider the BQFS
system to be a black box (See Figure 1). One feeds
into this box a collection of queries, a collection of
documents and links that connect queries to relevant
documents (relevance judgments). As output, the
system will produce scores for each sentence in each
document for its respective query. These scores are
generalized distances, so that a sentence achieving a
score of zero is best, and all other scores are strictly
positive. Using these scores, we can easily rank sen-
tences for extraction.

3 Adapting BQFS to MSE

3.1 Removing the Queries

The first hurdle we need to overcome in adapting
the BQFS model to the MSE task is to deal with the
fact that in BQFS, we have assumed the existence of
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Figure 2: Creating the input to the BQFS model
from the MSE document collection.

queries. It turns out that this is not a significant prob-
lem: we found in the course of developing the BQFS
model that even when we pretend that we do not
have a query (essentially by considering the query
to be the empty string), there is more than enough
information contained in the relevance judgments to
provide reliable parameter estimation. We antici-
pate that the same happens in the multi-document
generic summarization setting, wherein we can con-
sider each given document set to be relevant to a
unique, empty query.

More specifically, consider Figure 2. The MSE
data comes as a collection of document sets, each
depicted by a rounded box on the left hand side of
the figure. Each document set contains a collection
of documents, drawn as non-rounded boxes. We
first create the document collection to feed into the
BQFS model simply by taking the union of all of
these documents. The second step is then to cre-
ate the query collection. For each document set in
the MSE data, we create a unique query, though all
queries have the empty string as their text (i.e., we
pretend that each document set was the result of is-
suing an unknown query). Finally, to create the rele-
vance judgments, we assign all documents that were
drawn from document set X to be relevant to the
query corresponding to document set X .

3.2 Extending to Multiple Documents

The extension of the BQFS model to the multi-
document setting is a bit more involved, since we
would like to be able to model redundancy, an ef-
fect of significantly less importance in the single
document setting. In particular, once we have ex-
tracted one sentence to place in the summary, we



would like to avoid choosing a very similar sentence
to subsequently extract. To accomplish this, we em-
ploy a greedy sentence selection strategy, akin to the
maximal marginal relevance (MMR) framework de-
scribed by Carbonell and Goldstein (1998).

Instead of simply weighting sentences w̄ by their
BQFS score, sB(w̄), we instead weight them by a
linear sum of their BQFS score and a redundancy
score: s(w̄) = λBsB(w̄) + λRsR(w̄), where the
λs are model parameters that must be tuned (de-
scribed in the next section). The redundancy score
is computed by estimating a language model for the
already-extracted sentences, for the candidate sen-
tence w̄, and computing the KL divergence between
these two distributions, as is common in the IR com-
munity (Lavrenko and Croft, 2001).

Now that we have introduced a redundancy model
and a corresponding parameter that must be tuned,
we may as well introduce a handful of additional
features. The first additional feature we consider is
based on running the BQFS model on an extended,
web-collected corpus. Specifically, for each docu-
ment set, we pick the top 20 tf-idf terms and use
these to formulate a query to AltaVista; we take
the top 20 documents returned by AltaVista as ad-
ditional relevant documents (we never extract sen-
tences from these documents; we only use them as
they affect the weights learned by the BQFS model).
The second preprocessing step we perform is to
cluster the document in each document set. These
are greedily clustered in an agglomerative scheme,
where distance is computed by the KL measure be-
tween a given document and the “centroid docu-
ment,” which is the document with lowest KL di-
vergence to the union of the document set.

The full list of features we use are:

BQFS: The simple BQFS score, as computed over
just the given document set.

BQFS-Web: The BQFS score, when computed
over the union of the given document set and
the corpus downloaded from the web.

Redundancy: The redundancy score; i.e., the KL
divergence between the sentence under consid-
eration and the union of the previously-selected
sentences.

Position: The position of the sentence under con-
sideration divided by the total number of sen-
tences in the current document.

IsQuoted: A binary values that is 1 whenever the
sentence appears within quotation marks (or
contains quotes) and 0 otherwise.

SentLen: The log of the length (in words) of the
current sentence.

DocLen: The log of the length (in words) of the
document from which the current sentence
comes.

DocNum: The distance (number of hops agglomer-
ative cluster tree) of this sentence’s document
to the centroid document.

DocKL: The KL divergence between this sen-
tence’s document and the centroid document.

NumPro: The number of pronouns that occur in the
current sentence.

NumSay: The number of attribution verbs that oc-
cur in the current sentence (i.e., “say,” “state,”
“observe,” etc.).

3.3 Parameter Tuning

Based on the above features, we need to estimate
parameter values. We do this by optimizing against
ROUGE score (Lin, 2004): specifically, we search
for parameter values that maximize the ROUGE

score on development data. We use the data from
DUC 2003 tasks 2 and 4 to tune the model.

In order to perform the tuning, we consider
each parameter at a time. Its corresponding
λ is searched on the first pass from the range
{−2,−1,−0.5,−0.2, 0, 0.2, 0.5, 1, 2}. On the nth
pass through the data (for n > 1), we consider λ in
the range {λ0 ± n/i : n ∈ {0, . . . , 5}} where λ0 is
the value chosen in the previous iteration and i is the
current iteration number. In all of our experiments,
we ran four passes through the data, after which pa-
rameters had ceased to change.

Our three submissions are based on tuning against
a different version of ROUGE. Our primary run is
based on tuning against the Basic Element version
of ROUGE, precisely as computed for the MSE eval-
uation. Our second run is based on tuning against



ROUGE-2, where recall is computed over contiguous
bigrams. Our third run is based on tuning against
ROUGE-S, where recall is computed over skip bi-
grams with a maximal skip of 4.

3.4 Sentence Compression

The final feature in our model is the addition of a
weak sentence compression module. In order to in-
corporate syntactic information at the compression
level, we first run the joint part of speech tagging and
syntactic chunking model described in (Daumé III
and Marcu, 2005a), which simultaneously tags and
chunks with state-of-the-art performance. Based on
the outputs of the chunker, our model considers the
following four compressions: (1) drop all adjectives
and adjective phrases; (2) drop all adverbs and ad-
verb phrases (excluding negative expressions); (3)
drop all prepositional phrases and the next imme-
diate noun phrase; (4) drop all attributive phrases
(such as “X said, ”).

Of these four compression models, we decoded
the test data with all 16 possible combinations and
chose the combination that achieved the highest
Rouge score (according to each of the three met-
rics we consider). In the case of ROUGE-BE, this
was to drop adverbs and attributive phrases; for
ROUGE-2, this was to drop attributive phrases; for
ROUGE-S, this was to drop adverbs and attributive
phrases. Clearly this compression model is weak
(for instance, it would be very useful to be able to
distinguish between adjunctive PPs and complemen-
tal PPs), but it uses sufficiently few parameters that
it is easy to tune against existing data.

4 Experimental Results

4.1 Official MSE Results

According to the human pyramid metric evaluation
of Nenkova and McKeown (2004), our system came
in first place, with an average pyramid score of
0.530. The scores for all the systems evaluated ac-
cording to the pyramid metric are shown in Figure 3.
It is, however, unlikely that our system is statistically
significantly better than, for instance, system 28.

In the automatic “Basic Element” evaluation, our
system scored 0.0704 (with a 95% confidence in-
terval of [0.0429, 0.1057]), which was the third best
score on a site basis (out of 10 sites), and was not
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Figure 3: Results of human evaluation; our system,
which comes in first place, is id #1.

statistically significantly different from the best sys-
tem, which scored 0.0981. The results of the BE
evaluation are shown in Figure 4 (there are several
bars taller than ours, which are bars 1–3, but many
of those are multiple runs from the same site).

One surprising result of the evaluation is in com-
paring the results of our three submissions. One
would expect that our submission trained against
BE would perform best on BE, that the submis-
sion trained against ROUGE-2 would perform best
on ROUGE-2 and so on. Surprisingly, accord-
ing to ROUGE-2, our BE-trained submission scored
0.131, our ROUGE-2-trained submission scored
0.124 and our ROUGE-S-trained submission scored
0.118, making the BE-trained submission the best
on this metric. On the ROUGE-S metric, our three
submissions scored 0.157, 0.149 and 0.149 respec-
tively; again, the BE-system scored best. (Of course,
none of these differences is statistically significant,
but it is still surprising that there is the trend that the
BE-system is best across the board.) This suggests
that our parameter tuning method was suboptimal.

4.2 Post-hoc Results

We ran one post-hoc experiment to assess whether
we should ever consider including sentences from
the MT-translated documents in the summary. We
retrained our BE system under the condition that it
never include translated sentences and evaluated it
against the modes. According to the BE evaluation,
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Figure 4: Results of automatic BE evaluation; our
system runs are ids 1–3.

our system scores 0.761 in this configuration (com-
pared to the original system, which scored 0.704).
This new score puts our system in third place ac-
cording to the overall evaluation, though, of course,
it is still not statistically significantly worse than the
best performing system.

5 Discussion

5.1 Our Model

Our model is essentially based on three contribu-
tions, each of which has its own strengths and de-
ficiencies:

1. The BQFS model for sentence weighting.

2. The parameter tuning against ROUGE.

3. The weak sentence compression techniques.

The use of the BQFS model was mostly for con-
venience: it is a model we had access to and knew
we could run successfully. We have also observed
that in the single document, query-focused task, it
greatly outperforms competing approaches, espe-
cially in the case when no query is given. It would
have been ideal to explicitly extent this model to ac-
count for the redundancy encountered in the multi-
document summarization, but time constraints pre-
cluded us from exploring this option.

The parameter tuning against ROUGE enabled us
to take into account the dozen features that we used

without having to set weights arbitrarily by hand.
Currently our parameter tuning involves adjusting
weights and completely rerunning the summariza-
tion system and the ROUGE script. This is rea-
sonably computationally intensive, and it would be
better to use a more efficient optimization scheme.
However, for the reasonably small data sets we have
available, this was not a high priority.

The compression techniques seem to be of great
importance to the performance of our system, based
on the post-hoc experiments we ran. We intend to
continue investigating the use of progressively more
complex compression models, tuned against opti-
mizing the ROUGE criteria. How to do this effi-
ciently is also an important issue that we will explore
in future work.

5.2 The Task and Evaluation

In our opinion, the weakest aspect of this evaluation
is that it is unclear whether it is necessary or wise
to use the translated data. Machine translation is not
yet at the point that it is very readable, much less
parsable by the automatic evaluation schemes. In-
deed, in our post-hoc experiments, we found that we
achieved better BE scores by never extracting sen-
tences from the MT output.

We observed a similar effect in performing the
pyramid evaluation: many sentences were clearly
MT output and were often largely incomprehensible.
This made the pyramid annotation difficult, since
knowing what was supposed to be in a summary
(though looking at the SCUs in the pyramid), we
could often find parts of the MT output that seemed
to correspond. However, in most of these cases,
without having seen the SCUs, we would not have
been able to tell what the sentence was actually say-
ing. In these cases, we did not give the system credit,
since to do otherwise seemed dishonest; neverthe-
less, there is clearly a tension here.

Our final observation about the evaluation has to
do with the initial creation of the SCUs. We found
a strong degree of inconsistency with respect to the
granularity of the SCUs contained in the pyramid.
For instance, in document collection 33002, SCU#2
is “US troops in Saudi Arabia and Kuwait have been
put on ’Threat Condition Delta,’ the highest state of
alert.” In the same collection, SCU#12 is “The date
is October 31, 2000.” Here, the SCU#12 contains



only one small bit of information while SCU#2 con-
tains at least four bits of information (that the troops
are in Saudi Arabia, that they are in Kuwait, that they
are on “Threat Condition Delta,” and that this “Con-
dition” is the highest state of alert). When a docu-
ment contained only one or two of the latter bits of
information, it was unclear whether credit should be
given. We attempted to consistently given credit if
the system contained at least half of the information
in these “complex SCUs.” More careful attention
on the part of the SCU builders to maintain minimal
SCUs would be helpful in performing the evalua-
tion.
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